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Artificial neural networks (ANNs) as a powerful approach have 

been widely utilized to demonstrate some of the engineering 

problems. A three-layer ANN including three neurons in the 

hidden layer is considered to produce a verified pattern for 

assessing the compressive strength of concrete incorporating 

metakaolin (MK). For this purpose, an extensive database 

including 469 experimental specimens was obtained from the 

literature. Next, novel equations utilizing the developed ANN 

approach were developed to measure the compressive strength 

of concrete mixtures incorporating MK. To examine the model 

accuracy a comparison between the proposed formulas based 

ANN and an empirical formula based nonlinear least-squares 

regression (NLSR) was carried out. The results show that the 

proposed formula based on the ANN yields a higher correlation 

coefficient and fewer errors compared to the NLSR method. An 

analysis based weights incorporating was utilized to show the 

significance of input variables. Accordingly, the ratio of fine 

aggregate to coarse aggregate exerts a dominant influence on the 

compressive strength of the concretes containing MK. 
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1. Introduction 

Using pozzolana and mineral admixture as a 

replacement substance in concrete and mortar 

shows a significant modification in their 

properties. Recently, the addition of MK as 

an alternative pozzolana is considered more 

attention. MK obtained from calcining kaolin 

as a thermal procedure in the 700-850 ºC 

temperature range. Two important reasons for 

using MK are material durability and 

accessibility. Moreover, using filler and 

accelerated cement hydration together causes 

an early increase of strength in mortar and 

concrete. Besides, the shrinkage of concrete 

containing MK as cement replacement (up to 

15%) is less than concrete without MK [1-

22]. 

To date, many studies have been 

accomplished which pointed to the increase 

of compressive strength (fc) in the concrete or 

mortar with MK, specifically at the initial 
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curing time. Wild et al. [10] examined the 

influence of MK in improving concrete 

strength. They used the range of 0-30% of 

MK for concretes by a curing period of 1 to 

90 days. The obtained conclusions 

demonstrated that the optimum content of 

MK as cement replacement was about 20% 

to achieve maximum long term strength, also 

they found that strength improvement of 

concrete does not continue beyond 14 days 

regardless of the replacement ratio. Two 

groups of specimens with 36 mixes were 

made by Vu et al. [11]. In the first group by 6 

samples the ratio of binder to sand measured 

1:2.75, while in the second group by 30 

specimens, the ratio of binder to sand was 

1:2. Five values of MK were considered for 

these mixes including 10, 15, 20, 25, and 30 

percent of MK replacing by cement weight, 

and also one mix without MK was 

considered as the control mix. They found 

that the compressive strength of mortars 

incorporating 10%, 15%, and 20% MK 

increased at 7, 28, 60, and 90 days. Also, for 

the mixes by 30% MK replacing by cement, 

the compressive strength of mortars 

decreased at 7, 28, 60, and 90 days. Another 

researcher, Parande et al. [12] replaced MK 

by cement weight in mortar specimens at the 

ratios of 5%, 10%, 15%, and 20%. These 

specimens had the water-cement ratio of 0.40 

and binder-sand ratio of 1:3. They found that 

the compressive strength of the mortars with 

MK was increased until the end of 90 days. 

Also, it was found that the best outcomes 

were related to the specimens with 15% MK. 

In recent decades, the use of artificial 

intelligence in the different fields of civil 

engineering has grown widely [23-47]. In the 

current study, an ANN as a reliable and 

trustworthy branch of machine learning was 

carried out to assess the concrete 

compressive strength incorporating MK. In 

the published current papers, ANN has been 

used widely for different applications in 

engineering. The ANN is employed for input-

output models. In the ANN models, 

experimental or numerical datasets are used 

for training the system. If the dataset obtains 

appropriate data on the problem, therefore 

the ANN training model contains sufficient 

data to produce the outputs and the model 

can be present as a reliable model. The 

performance of neural networks is described 

in detail in Section 3. 

2. Experimental Dataset 

In this article, the experimental dataset for 

use in the ANN model was obtained from 13 

reliable technical kinds of literature [10-22]. 

The concrete strength incorporated with MK 

may be related to specimen age (AS), MK-

binder ratio (MB), super plasticizer-binder 

ratio (SB), water-binder ratio (WB), binder-

aggregate ratio (BA) and also fine aggregate-

coarse aggregate ratio (FC). The statistics of 

these parameters as the ANN model inputs 

and output are tabulated in Table 1. 

Moreover, to illustrate the frequency of these 

parameters, the frequency histograms are 

shown in Fig. 1. It is clear from Fig.1 that the 

utilized database gives an efficient scattering 

to develop an accurate model. 

3. ANN Approach 

ANN was utilized to develop a new formula 

for the compressive strength in the concretes 

containing MK. As a result, the relationship 

between the influencing variables on the 

compressive strength in the concretes 

containing MK was attained through suitable 

ANN training. The most reputable class of 

ANN has been introduced as a multilayer 

perceptron (MLP). The MLP applies a feed-
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forward procedure for a generation. The MLP 

has been proposed as one of the robust 

networks for examination each continuous 

function in each desired accuracy. The feed-

forward process examines one or several 

variable/s as output/s using foreteller inputs 

variables. The network process of feed-

forward is based on the formation of the 

layer and connected synapses [48, 49]. 

Besides, a supervised algorithm that is used 

for multilayers networks was employed. The 

back-propagation (BP) process compares the 

obtained output from the algorithm to real 

value and adapts the results until the 

specified error obtained. The ANN generates 

using a trial and error process that each input 

variable defined by weight. Then the input of 

each node can be described by the following 

equation: 

                                      (1) 

where netj introduced as the node inputs; xi, 

bj, and wij are justified as the input, the bias, 

and the related weight values, respectively. 

Finally, the output is evaluated using the 

function generated for the present ANN. 

 

 

 

 

 

 

 
Fig. 1. Histograms graphs of the used variables 

used in the model construction. 
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Table 1. Statistics of the used parameters. 
Parameter fc AS MB SB WB BA FC 

Mean 61.7123 50.2473 0.0988 0.0144 0.3868 0.2424 0.7439 

Std. Error of Mean 0.9697 2.6230 0.00374 0.0010 0.0035 0.0026 0.0143 

Median 62.5000 28.0000 0.1000 0.0090 0.4000 0.2400 0.6600 

Mode 67.00 28.00 0.00 0.00 0.45 0.29 1.22 

Std. Deviation 21.0009 56.8039 0.0809 0.0224 .0765 0.0559 0.3105 

Variance 441.038 3226.682 0.007 0.001 0.006 0.003 0.096 

Skewness -0.025 1.265 0.599 2.303 -0.001 -0.495 0.812 

Std. Error of Skewness 0.113 0.113 0.113 0.113 0.113 0.113 0.113 

Range 110.00 179.00 0.30 0.09 0.25 0.25 1.14 

Minimum 10.30 1.00 0.00 0.00 0.25 0.10 0.31 

Maximum 120.30 180.00 0.30 0.09 0.50 0.35 1.45 

 

There are several transfer functions based 

ANN approach. Here, the outputs function 

was identified as below: 

                                           (2) 

where outj and f identify as the output and 

transfer function, respectively. Fig. 2 shows 

the neural network procedure. 

 
Fig. 2. Arrangement of a simple ANN. 

3.1. ANN Training 

In the present research the Levenberg-

Marquardt (LM) algorithm was utilized [49]. 

Each epoch presents one forward and one 

backward pass of all training samples. The 

LM algorithm is an amendment of the Back-

Propagation (BP) procedure [50], therefore: 

By supposing the  as a function, it can 

be minimized as below: 

,                     (3) 

where  and  identified as 

the Hessian matrix and the gradient, 

respectively.  can be presented as: 

,                                            (4) 

and, 

                                     (5) 

                       (6) 

where  recognized as the Jacobian 

matrix. S(x) can be identified as below: 
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                                   (7) 

By utilizing the Gauss-Newton procedure, 

 the Eq. (3) considered as: 

                      (8) 

The LM development can be presented as: 

              (9) 

In each step depends on the increasing or 

decreasing the , a parameter multiplied 

or divided.  

3.2. Efficiency Criterions 

Three criteria are employed for demonstrate 

the efficiency of the obtained equations. The 

following parameters introduced as the mean 

absolute error (MAE), mean squared error 

(MSE), and correlation coefficient (R). The 

above-mentioned parameters can be 

evaluated as:  

                               (10) 

                          (11) 

      (12) 

where N indicates the specimens numbers, ti 

and  indicate the exact and the mean of the 

outputs, respectively, and yi and  indicate 

the examined and the mean of the examined 

outputs, respectively (for the i
th

 output). 

3.3. ANN Development to fc Prediction of 

Concretes Containing MK 

The experimental dataset was used for 

establishing the ANN-based model for 

representing the compressive capacity of the 

concretes incorporating MK. The recognition 

of the parameters which affect the fc of 

concretes containing MK is difficult and, the 

effective parameters are not independent of 

each other and some of them may be strongly 

related together. But normally age of 

specimen (AS), MK-binder ratio (MB), super 

plasticizer-binder ratio (SB), water-binder 

ratio (WB), binder-aggregate ratio (BA) and 

fine aggregate to the coarse aggregate ratio 

(FC) are considered as the parameters which 

can affect on the fc of the concretes 

containing MK. Therefore, in this study, the 

initial input and output parameters was 

chosen as follows: 

 

 

, , , , ,

c

Input AS MB SB WB BA FC

Output f




 

The number of nodes affects the efficiency of 

the BP network, the ideal hidden nodes 

number is specified by the trial-and-error 

process. Therefore, to achieve an appropriate 

network, ten networks were constructed. 

These networks contained 1-10 nodes in the 

hidden layer, respectively. Fig. 3 and 4 show 

MSE and R values for all constructed 

networks by a different number of hidden 

layer neurons, respectively. As can be seen 

from these figures, by enhancement of 

hidden layer neuron numbers, the network 

gives a more exact output. On the other hand, 

each network containing more hidden layer 

neurons results a tedious and lengthy 

equation. Therefore, by considering the 

accuracy of the model, in the current paper, a 

model by three hidden layer nodes is 

considered. 
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Fig. 3. The MSE of the several networks using 

different hidden layer nodes. 

 

Fig. 4. The correlation coefficient for different 

networks. 

Over-fitting is one of the problems that may 

be happened during the training generation. 

The mentioned coincidence leads to the 

network gives a small quantity error in the 

training phase, but by providing more 

samples to the system the error quantity 

arises. To dominate the event aforementioned 

above an early stopping procedure was 

utilized to pass the over-fitting. As 

mentioned, the database was distributed in 

three groups concluding, training, validating, 

and testing. While the error in validating set 

increases, the training state is regenerated, 

and the weights invalidating rule are 

returned. In other words, the validating set is 

utilized to avoid the over-fitting process, 

which causes network estimates suitable 

estimations of the different samples (Fig.5). 

In this article, the data distributed into three 

sets from a random selection, 70% was 

utilized at the training set, 15% was utilized 

at the validation set, and 15% was utilized at 

the testing set. Accordingly, from 469 data 

329 specimens were introduced as the 

training set, for validation and testing sets 70 

specimens were introduced. 

Fig. 5. The over-fitting coincidence [51]. 

The used data in the training set give an 

important issue and it is mainly related to the 

reliability of the model [52]. Frank and 

Todeschini [53] discuss that the minimum 

ratio of the dataset numbers to the input 

numbers to generate a powerful network is 

three. Moreover, they recommended a ratio 

of five to obtain a more reasonable model. 

Here, the mentioned ratio calculated as 

469/6=78.2. The input and output variables 

standardized as follows: 

i

si

X Mean
X

SD


                                (13) 

where Xi is variable values, Mean 

and SD present the mean and standard 

deviation of variables, respectively. 

The applied variables for the model were six 

parameters and fc of concrete was the output. 

The input and output layers comprised of six 

and one neurons, respectively. Consequently, 

an ANN modeling concluding three hidden 

layer neurons modified as LM/BP learning 

algorithm was established. The Log-Sigmoid 

was utilized as a transfer function to derive 

the formulae in explicit form. The predicted 

results of fc obtained using the ANN model 

are illustrated in Fig. 6. It is shown in Fig. 6 
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that training, validation, and testing data sets 

yield enough strong relation between 

experimental and obtained results. 

 

 

 

Fig. 6. The correlation values between experimental 

and obtained quantities using the ANN model in (a) 

Training set, (b) validation set, and (c) testing set. 

3.4. ANN-Based Model 

The closed-form equation can be established 

using the constructed ANN model to evaluate 

the fc of concretes. The output of each 

network can be stated as follow: 

   2 1 1 2output f W f W X b b             (14) 

where W1 and W2 introduced as the first and 

second layers weight matrix, respectively, 

moreover b1 and b2 show the first and second 

layer bias vector. Then, the aforementioned 

matrix may be represented as below: 

 2

1

1
output f W

f W X

  
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2 out A1,outW = b W    

Finally, the equation using the ANN model 

for measuring the fc is presented as follows: 

31 2

60.903 481.780 285.565
206.815

1 1 1
cf

e e e
   

    
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  (15)

Table 2. The formulae efficiency for fc predictions. 

Method 
Training Validation Testing 

R MSE MAE R MSE MAE R MSE MAE 

Proposed equation 

ANN 
0.9447 44.9074 5.0847 0.9466 59.0875 5.7493 0.9329 65.2862 6.1648 

Proposed equation 

NLSR 
0.8404 122.9463 8.7153 0.8582 171.2325 10.1029 0.8427 122.0167 9.0370 

           

           

           

1

2

3

0.005 0.8024 16.6971 7.5586 28.6450 21.9965 28.2746

0.2456 1.6123 3.0228 0.6516 0.5805 0.6097 2.2880

0.0014 0.5714 0.1884 2.6995 0.4965 1.0784 0.6751

AS MB SB WB BA FC

AS MB SB WB BA FC

AS MB SB WB BA FC







      

      

       
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4. NLSR Based Model 

One of the conventional methods applied in 

classic modeling is regression analysis. The 

nonlinear least-squares regression (NLSR) 

was applied in this article as a classical 

method to compare with the ANN model. As 

a result, several formulations based on the 

NLSR were developed using the SPSS 

program to predict the fc of concrete. 

According to the maximum R-value, the best 

formulation is chosen as follow:  

0.057

0.732 1.391

0.269

2.024 0.186 0.234

exp 0.671

0.201

      0.006

                       

c

AS MB SB

f WB

FC

BA 



 

 



 
 

 
 
 

   (16) 

5. Models Verification 

Performance statistics of the proposed 

formulations using the ANN and NLSR 

methods are presented in Table 2. The 

parameters of R, MSE, and MAE are chosen 

to assess the performance of the presented 

formulation. For model validity, accepted 

criteria introduced by Gandomi et al. [54] 

which suggested by Smith [55]. This criteria 

expressed as follows: 

1- There is a powerful relation if |R| > 0.8.  

2- There is a suitable relation if 0.2 < |R| < 

0.8. 

3- There is a weak relation if |R| < 0.2. 

Moreover, it is clear that for a strong model, 

the error values have to be at a minimum. 

The evaluation measures presented in Table 2 

confirm that the proposed formulations (Eq. 

16 and Eq. 17) are capable for prediction 

of fc in the concretes containing MK; 

however, the proposed equation using the 

ANN method demonstrated more degree of 

accuracy than classic modeling based on the 

nonlinear regression analysis. Furthermore, 

for more comparison, the obtained results 

and experimental data have been plotted as 

shown in Fig. 7. It is clear that as the ratios of 

experimental to predicted value are close to 

one, the model yields proper accuracy. 

Therefore, according to Fig. 7, the 

distribution of the actual to evaluated ratios 

shows remarkable accuracy of the proposed 

ANN formulation. Moreover, it is obvious 

from Fig. 7 that the ANN formulae have 

more precision than NLSR formulae as a 

classical model. 

 

 

Fig. 7. A comparison of ANN and NLSR of 

experimental to proposed equation ratio of 

concrete. 
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6. Importance Analysis 

A sensitivity analysis was assessed to specify 

the importance of all input variables. 

Garson’s algorithm [56] is used to compute 

the comparative value of the input variables. 

Fig. 8 illustrates the procedure of this 

algorithm. An example to show the Garson’s 

algorithm is clarified as below: 

1- The contribution of inputs through input-

hidden-output linkage evaluates (e.g., 

CAa=WAa×WoA). 

2- The inputs relative contributions evaluates 

(e.g., rAa=|CAa|/|CAa+CAb+ CAc|). 

3- The input relative contributions are 

summed (e.g., Sa=rAa+rBa). 

4- The relative importance of each input (rI) 

evaluates (e.g., rIa=Sa/(Sa+Sb+ Sc)). 

 
Fig. 8. The ANN structure used in Garson’s 

algorithm. 

Fig. 9 shows the significance of input 

parameters, as it is clear in this figure the 

ratio of fine aggregate to coarse aggregate 

(FC) and the age of specimen (AS) exert 

dominant effects on the fc, respectively. Also, 

according to this figure, the ratio of 

superplasticizer to binder (SB) exerts 

minimum influences on the fc of this type of 

concrete. 

 
Fig. 9. Variable significance in the developed 

ANN model. 

Moreover, to show the accuracy of the 

developed ANN, an alternative analysis was 

accomplished using the method proposed in 

[57, 58]. The mentioned procedure examines 

the reaction of the produced equation to a set 

of assumed data. Based on this method, one 

input is changed while the other inputs 

remain constant at their average. If this 

analysis yields confirmed results to the 

underlying problem, the strength of 

developed formulae is proved. For this study, 

the results of the mentioned parametric 

analysis show in Fig. 10. 

 

 
Fig. 10. Parametric analysis of compressive 

strength for concretes containing MK in the ANN 

model. 
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The tendency of the fc to the variations of the 

two parameters including AS and WB is 

shown in Fig.10. As we expected, the fc of 

concrete increases by increasing of AS and 

also fc of concrete decreases by increasing of 

WB ratio from 0.25 to 0.5. Therefore, these 

results confirm that the proposed formula 

based ANN gives exact results for practical 

engineering applications.  

7. Conclusions 

In the current study, the ANN was applied to 

assess the fc. The experimental dataset 

including 469 specimens was obtained using 

13 reliable technical kinds of literature for 

ANN model development. Consequently, the 

ANN model including three hidden layer 

neurons was constructed and six input 

parameters were considered including the age 

of the specimen, MK-binder, super 

plasticizer-binder, water-binder, binder-

aggregate, and fine aggregate-coarse 

aggregate ratios. At the next, the new 

formulae based on ANN were presented and 

performance analysis was undertaken for 

confirmation of this formulae. Also, a 

comparison was made between the ANN 

model and the nonlinear least squares 

regression model as a classical method. it can 

be concluded that the ANN formulation 

based model gives more exactness than the 

NLSR model. In the end, the importance of 

input parameters was determined using 

Garson’s algorithm and it was found that the 

ratio of fine aggregate to coarse aggregate 

exerts more influence on the fc than other 

input parameters. As a final point, the most 

important of the present research was to 

generate a precise equation to assess the 

compressive strength of concretes containing 

MK. The new proposed formulae can be used 

by practical engineering applications.  
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